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Executive Summary 
 
Traffic conflict areas are a major cause of traffic incidents and congestion in urban road networks, which 
also results in delays of the urban public transit system. A conventional solution to this issue is to 
regulate traffic flows at a conflict area by traffic signs or signal timing. Although these control strategies 
can ensure that vehicles pass the conflict area safely and partially mitigate the traffic congestion, they 
still cannot eliminate the stop-and-go traffic. As a result, problems caused by stop-and-go traffic remain 
unaddressed, such as additional travel time delays, excessive fuel consumption, and throughput 
reduction. To solve this problem, this study utilizes the connected and automated vehicle (CAV) 
technique to design individual-vehicle-level scheduling. This study aims to address the research gaps in 
both fundamental methodologies and engineering applications on this general topic. The investigated 
problem seeks the optimal vehicle scheduling at a multi-conflict area considering heterogeneous vehicle 
headways and weighted by vehicle occupancies (thus giving priority to transits with higher occupancy) 
to minimize the total travel time delay cost. A mixed-integer programming (MIP) model is proposed to 
solve the exact optimal solution to this problem. Although small instances of the proposed model can be 
solved by existing commercial MIP solvers, their computational time increases almost exponentially as 
the number of vehicles and approaches increases. To ensure computational efficiency, we present a 
customized branch-and-bound algorithm that introduces a set of valid cuts to expedite the solution 
speed. Numerical experiments in various scenarios are tested to demonstrate the feasibility and 
effectiveness of the proposed model and algorithm. The comparison results show that coordination of 
vehicles with individual-vehicle-based control can significantly increase the capacity of the conflict area 
and reduce the vehicle travel time compared to existing well-known control strategies (e.g., stop signs 
and signals) while it is computationally tractable for real-world CAV applications. Further, we present 
two case studies of individual-vehicle-based control at a given conflict area for various arrival traffic 
demands. These results facilitate future urban traffic management with transit priority. 
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Chapter 1. Introduction 
 
Transit Signal Priority (TSP) is a collection of techniques that help provide preference to transit buses at 
signalized intersections. TSP reduces the transit delay and results in better service quality of the public 
transportation system by adjusting the traffic signal plan according to transit status. As one of the most 
important approaches to promoting the public transportation system, TSP has been applied in most 
major cities around the world (Liao & Davis, 2007). At conflict areas, traffic control strategies, such as 
traffic signs or signal timing, are essential for regulating traffic flow and ensuring safe intersection 
operations. Transit priority, on the other hand, offers transit vehicles a higher level of treatment to 
minimize delays and enhance the stability of the transit system. 
 
A reasonable TSP design needs to improve the overall performance of the traffic system. On the one 
hand, TSP needs to provide priority to delayed transit buses to avoid delays, thus improving the stability 
of the transit system. TSP also needs to reduce the impact of transit bus priority on other vehicles 
(Anderson et al., 2019; Hu et al., 2015, 2016). A detailed TSP design is needed for urban network 
bottlenecks such as intersections. However, the conventional solution to regulate traffic flows, including 
regular vehicles and transit buses at an intersection is by traffic signs or signal timing, especially at 
intersections with heavy traffic (Webster, 1958; Alcelik, 1981; Robertson et al., 1991; Mirchandani et al., 
2001; Ceylan et al., 2004; Yin et al., 2008). Although these intersection control strategies regulating 
traffic flows can ensure that vehicles pass the conflict area safely and partially mitigate the traffic 
congestion, they still cannot eliminate the stop-and-go traffic. As a result, problems caused by stop-and-
go traffic remain unaddressed, such as additional travel time delays, excessive fuel consumption, and 
throughput reduction. 
 
Connected automated vehicle (CAV) technology offers a unique opportunity to solve the 
aforementioned problems by eliminating the stop-and-go traffic. Thanks to the availability of real-time 
vehicle arrival information and the capability to control vehicle trajectories under the connected and 
automated environment, vehicle scheduling at a conflict area can be precise to each individual vehicle. 
To be more specific, in a fully connected environment, a centralized controller can be deployed at the 
conflict area to receive all information about each individual CAV and accordingly determine their 
departure time to minimize the total travel time delay of all CAVs. With the defined departure time, 
CAVs can regulate their movements to pass the conflict area without stopping, which consequentially 
reduces fuel consumption. By optimizing the maximized intersection performance weighted by vehicle 
occupancies, the controller gives higher priority to transit. This way, non-stop intersection control can 
be proposed to benefit both the system and users by mitigating traffic congestion and eliminating (or 
alleviating) stop-and-go traffic. This research aims to address the existing research gaps in the CAV-
based vehicle scheduling\signal optimization problem with a discrete modelling optimization 
framework. A mixed-integer programming (MIP) model is proposed to solve the exact optimal solution 
to the vehicle scheduling problem (VSO) problem (the optimization problem that selects an optimal 
departure sequence of vehicles at a conflict area) such that the total travel time delay cost of all vehicles 
passing the conflict area is minimized. The contributions of this study are summarized as follows. First, 
we propose an individual-vehicle-based control (IVC) model that can solve the optimal departure 
sequence of all CAVs at a multi-approach conflict area considering heterogeneous CAV headways and 
values of the time. Second, to efficiently solve this model, a customized branch-and-bound algorithm 
featured with the dynamic programming framework is proposed. Analysis of theoretical model 
properties yields a novel set of valid cuts that dramatically reduce the solution space of the proposed 
algorithm. Third, various numerical experiments are conducted to verify the effectiveness of the IVC 
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strategy and the proposed solution approach. Results show that the proposed customized algorithm 
obtains the exact optimal departure sequence of CAVs efficiently (compared with Gurobi, an existing 
commercial solver). This shows that the proposed solution approach is suitable for real-time CAV 
applications. Finally, the results confirm that the IVC strategy outperforms both the reservation-based 
control (RBC) and fixed-time signal control (FTSC) in terms of reducing total travel time delay costs. The 
proposed method establishes a methodological foundation for obtaining the exact optimal solution to a 
real-world vehicle scheduling optimization problem such as transit scheduling. This report also offers 
important insights about congestion reduction when planning future urban transportation system. They 
are also useful for transit agencies and traffic management centers to design transit priority strategies in 
the real world in the future. 
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Chapter 2. Literature Review 
 
Connected automated vehicle (CAV) technology brings new control benefits to intersections. When all 
vehicles, including the transits, are CAVs, their status, including position, speed, and passenger account, 
can be sensed, and their trajectory can be controlled precisely. The trajectory of vehicles can be 
optimized in cooperation with signal planning. This problem can be abstract as an optimization problem 
to find the most efficient way to get vehicles through intersections without conflicts. Existing control 
strategies seek the optimal sequence of CAVs leaving a conflict area by applying either centralized or 
decentralized control. In decentralized control, each individual CAV approaching a conflict area 
determines its own operations based on the information received from the coordinator and/or other 
CAVs. Numerous decentralized control models have been proposed to coordinate CAVs at various 
conflict areas using heuristic- or optimization-based strategies (Rios-Torres and Malikopoulos, 2017). 
Heuristic-based strategies are proposed for increasing the throughput or reducing the average travel 
time delay of CAVs with virtual vehicle/platooning (Uno et al., 1999; Lu et al., 2000; Lu and Hedrick., 
2003; Lu et al., 2004), fuzzy logic (Milanés et al., 2010; Milanés et al., 2011; Milanés et al., 2011; Onieva 
et al., 2012), and critical/invariant sets (Hafner et al., 2013; Qian et al., 2014; Colombo and Del Vecchio., 
2015) for different roadway facilities (e.g., intersection, merging roadways, etc.). Although these control 
strategies validate the capability of CAV technologies in improving traffic operations in a conflict area, 
they are mostly ad-hoc methods without systematic optimization or theoretical insights. Further, various 
decentralized optimization frameworks have been proposed for intersections (Makarem et al., 2013; 
Campos et al., 2014; Kim et al., 2014; Qian et al., 2015; Le et al., 2015; Zhang et al., 2017; Malikopoulos 
et al., 2018) and merging roadways (Cao et al., 2015) considering different performance measures (e.g., 
minimizing travel time delay, acceleration, or the difference between the vehicle’s actual speed and 
desired speed). In these optimization methods, each individual CAV solves its own optimization problem 
based on the information received from vehicles inside a specific area around its current position. While 
the short communication range required by decentralized control suits real-time applications, its 
solution might result in inferior traffic performance or even deadlocks. Moreover, the self-selectivity 
nature of this control approach prevents the system from achieving the maximum benefit of CAV 
technology. 
 
A centralized controller, however, may maximize the system performance in terms of optimizing a 
systematic objective (e.g., minimizing total travel time delay, maximizing the throughput of the traffic 
flow at a conflict area, etc.) via determining the best departure sequence of all CAVs in the traffic 
stream. One classic centralized control mechanism is the reservation-based control (RBC) strategy 
proposed by Dresner and Stone (2004). In this strategy, each individual CAV sends a request to a 
centralized controller to reserve a time period at a conflict area. The centralized controller then 
coordinates CAVs based on their information and requests. Since then, numerous efforts using the RBC 
strategy have been made in the literature (Dresner and Stone, 2008; Au and Stone, 2010; de La Fortelle, 
2010; Huang et al., 2012; Zhang et al., 2013). Assuming the first-in-first-out (FIFO) mechanism for CAVs 
to pass a conflict area, Lee and Park (2012) investigate an optimization problem to minimize the possible 
overlap of CAV trajectories at the conflict area. This work is extended to multiple intersections in a 
corridor system (Lee and Park, 2013). Further, Levin et al. (2017) optimize the CAV intersection 
trajectories by developing a new communication protocol for reservation policy. While these studies 
provide managerial insights about the system-level benefits of incorporating CAV technology to traffic 
operations, the intensive communication load, the possibility of having deadlocks in a solution, and the 
sub-optimality of the solution remain to be addressed.  
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One class of studies seeks for the optimal or near-optimal solution to vehicle coordination decisions at a 
conflict area considering various performance measures. Jin et al. (2012) propose a modified multi-agent 
system that aims to find te optimal departure sequence of CAVs. The simulation results showed that the 
proposed multi-agent system can improve the traffic system performance compared to the FIFO 
mechanism. Zhu et al. (2015) develop a linear programming model transformed from a bi-level 
optimization model to account for both CAV intersection control and dynamic traffic assignment. Li et al. 
(2018) propose a genetic-algorithm-based optimization method to decide the near-optimal passing 
sequence of CAVs at an intersection and calculate their optimal trajectories simultaneously. Yang et al. 
(2016) develop a branch-and-bound algorithm to sequentially optimize the signal timing plan and 
vehicle trajectories considering three different stages of technology development. A Dynamic 
programming (DP) algorithm is proposed by Wu et al. (2009) to determine the best access order of 
approaching CAVs to an intersection considering homogenous traffic flow yet heterogeneous vehicles’ 
values of the time. The complexity of the proposed algorithm considering evacuation time as the 
objective function is shown no more than polynomial in the number of CAVs, but possibly exponential in 
the number of conflict approaches. As the complexity of the proposed DP algorithm increases with the 
increase in the number of conflicting approaches, they further propose an ant colony method to 
efficiently solve a large-scale vehicle scheduling optimization (VSO) problem to a near-optimum solution 
(Wu et al., 2012). Similarly, Yan et al. (2012) propose a branch-and-bound algorithm as well as a 
heuristic to evacuate all CAVs as soon as possible by determining their optimal passing order. To 
improve the computational complexity of the proposed branch-and-bound algorithm, they propose a 
fundamental mini-group algorithm by consolidating CAVs into clusters and decreasing the solution 
space. The problem formulation in this work is later extended to a corridor system containing multiple 
adjacent intersections (Yan et al., 2011; Yan et al., 2013). Further, Li and zhou (2017) develop a MIP 
model and a parallel branch-and-bound algorithm to optimally serve CAV requests at an intersection 
within a heterogeneous traffic environment comprised of both CAVs and human-driven vehicles. 
Recently, Yu et al. (2018) optimize the trajectories of the platoon of CAVs using the calculated optimal 
CAV arrival times. They use the state-of-the-art Gurobi solver to solve the proposed optimization model. 
 
While these studies provide innovative solutions to this challenging problem, several critical issues in 
both fundamental methodologies and engineering applications are yet to be addressed. From the 
methodological perspective, solving the VSO problem to the exact optimal solution at a general conflict 
area remains a challenge due to not only the very complex nature of the scheduling problem but also 
the unique safety requirements of vehicle kinematics. To the best of our knowledge, no exact algorithm 
has been developed to solve the exact optimum of this complicated problem efficiently. From the 
application perspective, while most studies are intended for a simple conflict area with two approaches 
(e.g., a one-way intersection) with identical vehicles, which lacks the consideration of vehicles that 
should be given higher priority such as transit. Real-world traffic is comprised by multi-class vehicles 
with heterogeneous time headways and values of the time. Further, vehicles from more than two 
approaches may compete for the rights of way at a single conflict area (e.g., a multi-approach 
intersection, multilane highways merging into the same ramp). These problems in realistic traffic render 
many of the existing methods not directly applicable. 
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Chapter 3. Problem Statement and Model Formulation 
 
This section formulates the VSO problem at a general conflict area considering heterogeneous vehicle 
time headways and values of time, which is applied to simulate the traffic with different kinds of 
vehicles and transit. The investigated problem and its parameters, variables, and assumptions are first 
formally introduced. Then, the VSO problem is formulated as a MIP model to minimize the total travel 
time delay cost. 
 

Problem Statement 
 
This study considers a problem involving multiple traffic approaches toward the same conflict area, as 
illustrated by Figure 1. Although a real-world conflict area might not always follow the same design, a 
number of traffic management problems at various conflict points can be represented or decomposed 
into the study VSO problem. For example, at the intersection illustrated in Figure 2, the four red dots 
denote conflict points, each with two conflicting one-lane approaches. Thus, the associated signal timing 
problem can be decomposed into four VSO problems, each associated with one conflict point. Building 
this foundation enables us to scale up the proposed solution technique to a real-world conflict area with 
a much more complicated design (e.g., multi-lane/multi-directions approaches). 
 
A centralized controller schedules vehicles from all approaches to pass the conflict area, aiming to 
achieve the minimum total travel time delay. All the vehicles in this study are assumed to be individually 
controllable CAVs. The key notation is listed in Table 1. 
 

 

Figure 1. Conflict area with heterogeneous CAVs and a centralized controller. 

 



 

NATIONAL INSTITUTE FOR CONGESTION REDUCTION     7 

 

Figure 2. Real-world intersection (each red dot represents 
 a conflict point in the investigated problem). 

 

Table 1. Notation (VSO) 

Parameters Description 

𝐼 Number of the approaches 

ℐ ≔ 1, … , 𝐼 Set of approaches 

𝑁𝑖 Number of CAVs in approach 𝑖 ∈ ℐ 

𝒩𝑖 ≔ 1, … , 𝑁𝑖  Set of CAVs merging from approach 𝑖 ∈ ℐ 

𝑣̅𝑖 Free flow speed of approach 𝑖 ∈ ℐ 

𝑥𝑖𝑛
0  Distance between CAV (𝑖, 𝑛) and the conflict area at the scheduling time 

𝑡𝑖𝑛
−  Earliest departure time of CAV (𝑖, 𝑛) 

𝑢𝑖𝑛 Value of travel time of CAV (𝑖, 𝑛) 

𝑠𝑖𝑛 Jam spacing of CAV (𝑖, 𝑛) and its preceding CAV  

𝜏𝑖𝑛 Minimum time gap of CAV (𝑖, 𝑛) 

𝑑𝑖𝑛 Minimum following time headway between CAV (𝑖, 𝑛) and its preceding CAV  

𝑎𝑖𝑛 Arrival time headway between CAV (𝑖, 𝑛) and its preceding CAV 

𝑐𝑙𝑖𝑗 Clearance time required for switching from approach 𝑗 ∈ ℐ to approach 𝑖 ∈
ℐ, 𝑖 ≠ 𝑗 

Decision variables Description 

𝑡𝑖𝑛
+  Scheduled departure time of CAV (𝑖, 𝑛) 

𝑦𝑖𝑛 𝑗𝑚 ∈ 0,1 𝑦𝑖𝑛 𝑗𝑚 = 1 if CAV (𝑖, 𝑛) pass the conflict area before CAV (𝑗, 𝑚) 

 
 
As shown in Figure 1, this study considers a conflict area formed by a set of one-lane approaches ℐ ≔
{1, … , 𝐼} whose maximum speed (i.e. free flow speed) is  𝑣̅𝑖 , ∀𝑖 ∈ ℐ. In the control area of each 
approach 𝑖 ∈ ℐ, a set of individually controllable CAVs ordered sequentially from downstream to 
upstream indexed with 𝒩𝑖 ≔ 1, … , 𝑁𝑖  are moving into and aim to pass the conflict area. The 𝑛th CAV 
(𝑛 ∈ 𝒩𝑖) from approach 𝑖 is denoted as a pair (𝑖, 𝑛) that appears as subscripts in the following notation. 
Since the space of the conflict area is limited, CAVs arriving from different approaches at the same time 
cannot pass the conflict area simultaneously. Therefore, a centralized controller is deployed to schedule 
those CAVs from various approaches to safely pass the conflict area with the minimum system-level 
travel time delay cost by determining the scheduled departure time 𝑡𝑖𝑛

+  for each CAV (𝑖, 𝑛). To consider 
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different types of vehicles, each CAV (𝑖, 𝑛) is assumed to have its own value of time 𝑢𝑖𝑛. A CAV’s value of 
time is related to its priority (e.g., an ambulance has a higher priority than a regular passenger car) and 
passenger load (e.g., the time value of a transit bus is the summation of those from all passengers on 
board). In practical applications, specific rules for determining the value of time can be designed based 
on the circumstances. Due to safety, each CAV (𝑖, 𝑛) has a heterogeneous jam spacing 𝑠𝑖𝑛  and a 
minimum time gap 𝜏𝑖𝑛  from its preceding CAV when passing the conflict area, depending on its physical 
(e.g., acceleration limits) and cyber (e.g., communication delays) limits. Below we summarize the basic 
settings for the CAV’s running characteristics in this research: 
 

• In the fully connected environment, the distance between each CAV (𝑖, 𝑛) and the conflict area at 

the scheduling time is denoted by 𝑥𝑖𝑛
0 , and its value of travel time 𝑢𝑖𝑛  is known. 

• Only one lane is considered on each approach 𝑖. We assume that overtaking is not allowed among 
CAVs from the same approach. 

• Regardless of each CAV (𝑖, 𝑛)’s travel speed within the control area, its earliest departure time, 𝑡𝑖𝑛
− , 

(i.e., the earliest time when CAV (𝑖, 𝑛) can leave the conflict area) and its arrival time headway 
following its preceding CAV, 𝑎𝑖𝑛, can accurately be estimated by the central controller, considering 
the acceleration\deceleration and speed constraints.  

• To maximize the traffic throughput at the conflict area, we assume that all CAVs pass the conflict 
area at free flow speed 𝑣̅𝑖. Thus, the minimum time headway for CAV (𝑖, 𝑛) to follow another CAV 
at the conflict area is defined as 𝑑𝑖𝑛 = 𝜏𝑖𝑛 + 𝑠𝑖𝑛/𝑣̅𝑖. Basically, the centralized controller imposes a 
minimum following time headway 𝑑𝑖𝑛 for two consecutive CAVs (𝑛 − 1, 𝑛 ∈ 𝒩𝑖\{1}) from the 
same approach 𝑖 ∈ ℐ to avoid collision at the conflict area. 

• The minimum following time headway for CAV (𝑖, 𝑛) following CAV (𝑗 ≠ 𝑖, 𝑚) from another 
approach takes an extra clearance time 𝑐𝑙𝑖𝑗  due to switching approaches. Note that this notation 

allows heterogeneous time headways between different CAV pairs, depending on the CAV features 
(e.g., vehicle length) and driving rules (e.g., following gap settings). 

 

Model Formulation 
 
The VSO problem is formulated as a mixed-integer programming model that schedules all CAVs to safely 
pass a general conflict area from different approaches while minimizing the total travel time delay cost. 

The decision variables in this model are the scheduled departure time of each CAV (𝑖, 𝑛), 𝑡𝑖𝑛
+ , and a set 

of binary variables 𝑦𝑖𝑛 𝑗𝑚 that specify the passing order between each two CAVs (𝑖, 𝑛) and (𝑗, 𝑚) from 

different approaches 𝑖 ≠ 𝑗. Binary variable 𝑦𝑖𝑛 𝑗𝑚 equals to 1 if CAV (𝑖, 𝑛) passes the conflict area before 

CAV (𝑗, 𝑚) or 0 otherwise. These are necessary to account for heterogeneous headways that depend on 
CAV passing orders. To mathematically formulate this model, each CAV (𝑖, 𝑛) shall satisfy the following 
sets of constraints. 
 

• Departure time constraints: Due to the speed limit, no CAVs can drive along with the approach 
with a speed higher than the free flow speed. Thus, a CAV (𝑖, 𝑛) cannot pass the conflict area earlier 
than its earliest departure time 𝑡𝑖𝑛

− , that is, 
 

𝑡𝑖𝑛
+ ≥ 𝑡𝑖𝑛

− , ∀𝑖 ∈ ℐ, 𝑛 ∈ 𝒩𝑖 (1) 
 

• Following time headway constraints: The time headway between two consecutive CAVs from the 
same approach when passing the conflict area should not be less than the minimum following time 
headway to avoid rear-end collisions, that is, 
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𝑡𝑖𝑛
+ − 𝑡𝑖(𝑛−1)

+ ≥ 𝑑𝑖𝑛 , ∀𝑖 ∈ ℐ, 𝑛 ∈ 𝒩𝑖\{1} (2) 
 

• Switching time headway constraints: Likewise, the time headway between two CAVs from 
different approaches when passing the conflict area should not be less than the minimum following 
time headway of the following CAV plus an extra clearance time to avoid side collisions, that is,  

 
𝑡𝑖𝑛

+ − 𝑡𝑗𝑚
+ + 𝑀𝑦𝑖𝑛 𝑗𝑚 ≥ 𝑑𝑖𝑛 + 𝑐𝑙𝑖𝑗 , ∀𝑖 < 𝑗 ∈ ℐ, ∀𝑛 ∈ 𝒩𝑖 , 𝑚 ∈ 𝒩𝑗 (3) 

 

𝑡𝑗𝑚
+ − 𝑡𝑖𝑛

+ + 𝑀(1 − 𝑦𝑖𝑛 𝑗𝑚) ≥ 𝑑𝑗𝑚 + 𝑐𝑙𝑗𝑖 , ∀𝑖 < 𝑗 ∈ ℐ, 𝑛 ∈ 𝒩𝑖 , 𝑚 ∈ 𝒩𝑗 (4) 

 
where 𝑀 is a sufficiently large positive number. Note that the value of 𝑀 must be greater than the 
maximum possible difference between the scheduled departure times of any two CAVs. To satisfy this 

condition, we simply set 𝑀 = ∑ (𝑡𝑖𝑁𝑖

− − 𝑡𝑖1
− + 𝑎𝑖1)𝑖∈ℐ + (∑ 𝑁𝑖𝑖∈ℐ − 1). max

𝑖,𝑗∈ℐ
{𝑐𝑙𝑖𝑗}. 

 

• Overtaking prohibition constraints: These constraints are imposed since CAVs from the same 
approach are not allowed to overtake each other. They basically prevent a CAV (𝑖, 𝑛) from passing 
the conflict area earlier than its proceeding CAVs in the same approach, that is, 

 
𝑦𝑖𝑛 𝑗𝑚 ≥ 𝑦𝑖𝑛 𝑗(𝑚−1), ∀𝑖 < 𝑗 ∈ ℐ, 𝑛 ∈ 𝒩𝑖 , 𝑚 ∈ 𝒩𝑗{1} (5) 

 
𝑦𝑖𝑛 𝑗𝑚 ≤ 𝑦𝑖(𝑛−1) 𝑗𝑚 , ∀𝑖 < 𝑗 ∈ ℐ, 𝑛 ∈ 𝒩𝑖{1}, 𝑚 ∈ 𝒩𝑗  (6) 

 
It is noteworthy that these valid inequalities are redundant to the departure time constraints and the 
fact that a CAV’s earliest departure time cannot be smaller than its preceding CAV’s earliest departure 
time. Despite the redundancy, we keep them in the model since they may help expedite the solution 
speed. 
 
Further, each CAV is associated with one operational cost as follows. 
 

• Travel time delay cost: The travel time delay cost of each CAV (𝑖, 𝑛) is affected by the CAV’s 
scheduled departure time 𝑡𝑖𝑛

+ , and value of time 𝑢𝑖𝑛. The CAV’s scheduled departure time itself 
depends on the departure sequence of all preceding CAVs decided by the central controller. Let 
𝐷𝑖𝑛(𝑡𝑖𝑛

+ ) denote the travel time delay cost of CAV (𝑖, 𝑛), which is defined as the product of its value 
of time 𝑢𝑖𝑛  and travel time delay. Using a centralized controller, the earliest departure time of each 
CAV (𝑖, 𝑛) can be accurately predicted and will be used as the reference point for calculating the 
travel time delay cost of CAV. With this, the travel time delay cost of CAV (𝑖, 𝑛) is formulated as 
follows. 

 
𝐷𝑖𝑛(𝑡𝑖𝑛

+ ) = 𝑢𝑖𝑛 ∗ (𝑡𝑖𝑛
+ − 𝑡𝑖𝑛

− ), ∀𝑖 ∈ ℐ, 𝑛 ∈ 𝒩𝑖 (7) 
 
Now we formulate the VSO problem as 
 

𝑉𝑆𝑂: min
𝑡𝑖𝑛

+ ∈(𝑡𝑖𝑛
− ,∞)

𝑂𝑉𝑆𝑂(𝑡𝑖𝑛
+ ) ≔ ∑ ∑ 𝐷𝑖𝑛(𝑡𝑖𝑛

+ )

𝑛∈𝒩𝑖𝑖∈ℐ

 (8) 
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Subject to Constraints (1)–(6). Note that this mixed-integer programming model formulation can be 
used in other modes of scheduling optimization problems where only the arrival/departure times of a 
set of fleets need to be determined (e.g., aircraft landing scheduling at a single runway, train 
platforming, etc). 
 
As it is mentioned earlier, one major obstacle to IVC strategy is the problem complexity as vehicles are 
considered individually. The following proposition discusses the complexity of the VSO problem. 
 
Proposition 1. VSO is an NP-hard problem. 
 
Proof. The NP-hardness of VSO can be proven by showing that the single machine scheduling problem 

subject to chain-like precedence and release date constraints denoted by 1|𝑐ℎ𝑎𝑖𝑛, 𝑟𝑗| ∑ 𝑤𝑗𝐶𝑗, which is 

shown by (Lenstra et al., 1977) to be NP-hard, can be reduced to VSO problem in a polynomial time. A 

generic 1|𝑐ℎ𝑎𝑖𝑛, 𝑟𝑗| ∑ 𝑤𝑗𝐶𝑗  problem instance is stated as follows. Given 𝑁 jobs 𝒥 ≔ {𝐽1, … , 𝐽𝑁} that are 

partitioned into 𝐺 groups, 𝒢 ≔ {1, … , 𝐺}, and have to be processed on a single machine, which can 
execute at most one job at a time, the problem is to find the feasible schedule of jobs that corresponds 

to the lowest weighted completion time. Each group of jobs 𝑔 ∈ 𝒢 includes 𝑀𝑔 jobs, ℳ𝑔 ≔ {1, … , 𝑀𝑔}, 

where 𝑁 =  ∑ 𝑀𝑔𝑔∈𝒢  is the total number of jobs. Jobs of the same group have to be processed 

contiguously. Each job (𝑔 ∈ 𝒢, 𝑚 ∈ ℳ𝑔), is associated with a priority 𝑤𝑔𝑚, a processing time 𝑝𝑔𝑚, a 

release date 𝑟𝑔𝑚 (i.e., the earliest time a job can start to be processed), and a completion time 𝐶𝑔𝑚, 

which can be calculated based on the completion time of preceding job in a given schedule and the job’s 
release date. We can easily transform this problem instance into an equivalent VSO problem instance. 

Note that the VSO problem is a general case of 1|𝑐ℎ𝑎𝑖𝑛, 𝑟𝑗| ∑ 𝑤𝑗𝐶𝑗 problem since it also considers a 

clearance time when switching from one approach to another. Considering the conflict point as a single 
machine and CAVs as jobs, we can do such a transformation by setting ℐ = 𝒢, 𝒩𝑖 = ℳ𝑔, 𝑢𝑖𝑛 = 𝑤𝑔𝑚, 

𝑑𝑖𝑛 = 𝑝𝑔𝑚, (𝑡𝑖𝑛
− − ℎ𝑖𝑛) = 𝑟𝑔𝑚, 𝑡𝑖𝑛

+ = 𝐶𝑔𝑚 , and 𝑐𝑙𝑖𝑗 = 0, ∀𝑖 ≠ 𝑗 ∈ ℐ, 𝑛 ∈ 𝒩𝑖 , 𝑔 ∈ 𝒢, 𝑚 ∈ ℳ𝑔. With this 

transformation, we can say the optimal solution to the VSO problem instance also solves the 

1|𝑐ℎ𝑎𝑖𝑛, 𝑟𝑗| ∑ 𝑤𝑗𝐶𝑗 instance to the optimum. Obviously, this transformation between the 

1|𝑐ℎ𝑎𝑖𝑛, 𝑟𝑗| ∑ 𝑤𝑗𝐶𝑗 and VSO problem only takes a polynomial number of operations. This proves the 

NP-hardness of VSO problem.   
 
Proposition 1 proves that there is no efficient (or polynomial-time) algorithm that can always solve a 
general instance of the VSO problem. To draw a deeper insight into the complexity of the VSO problem, 
the following proposition investigates the size of the feasible region of the proposed model. 
 

Proposition 2. Model (1)–(8) has a total number of  
(∑ 𝑁𝑖𝑖∈ℐ )!

∏ (𝑁𝑖!)𝑖∈ℐ
 feasible solutions. 

 
Proof. The number of CAV passing sequences at a conflict area with 𝐼 approaches is (∑ 𝑁𝑖𝑖∈ℐ )! if 
overtaking is allowed (and thus CAV orders can be arbitrarily permuted even in the same approach). 
Note that in these sequences, among (𝑁𝑖!) Permutations for each approach 𝑖, only one permutation is 
consistent with the input CAV sequence without overtaking for this approach. And thus, among 
∏ (𝑁𝑖!)𝑖∈ℐ  sequences with different permutations yet the same combination of CAV passing orders in the 
same approach, only one sequence is consistent with the input CAV sequence without overtaking for all 
approaches and all other sequences have overtaking and thus are infeasible. Thus, the number of all 

feasible sequences is equal to 
(∑ 𝑁𝑖𝑖∈ℐ )!

∏ (𝑁𝑖!)𝑖∈ℐ
. This completes the proof.  
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Proposition 2 suggests that the complexity of using simple enumeration to solve the VSO problem 
increases exponentially, as the number of CAVs and approaches increase. To solve such a complex 
problem efficiently, we propose a customized branch-and-bound algorithm in the following section. 
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Chapter 4. Branch-and-Bound Algorithm 
 
The MIP model presented in the previous section can be solved with existing state-of-the-art 
commercial solvers (e.g., Gurobi) to the exact optimal solution(s). However, this may require excessive 
computational resources for large-scale problem instances, as the solution space increases exponentially 
with the instance size (see Proposition 2). Thus, it is imperative to develop a customized algorithms with 
appealing computational performance. To this end, this section presents a customized branch-and-
bound (B&B) algorithm to solve the investigated problem. This section first introduces the parameter 
settings and the procedure of the B&B algorithm. Then, the computation method of the lower bound 
and upper bound costs of a node in the B&B tree is presented. Finally, a set of valid cuts is proposed to 
expedite the algorithm by reducing the solution space. 
 
The B&B algorithm is an enumerative optimization method that solves a discrete optimization problem 
by breaking down the feasible solution space into smaller subregions, and calculating the bounds for 
each subregion successively until the optimal solution is found (Little et al., 1963). For each subregion, 
the lower and upper bounds are obtained by solving an easier (or relaxed) problem and finding a 
feasible solution to the original problem, respectively. The best lower and upper bounds found at each 
iteration are used to update the global lower and upper bounds, respectively. The procedure ends when 
the lower bound of a subregion produces a feasible solution or no better solution than those already 
found exists. The key notation of the B&B algorithm is listed in Table 2. 
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Table 2. Notation (B&B) 

Parameters Description 

𝐿 Number of the approaches 

ℒ ≔ 0,1, … , 𝐿 Set of all levels 

𝑀𝑙 Number of nodes at level 𝑙 ∈ ℒ 

ℳ𝑙 ≔ 1, … , 𝑀𝑙 Set of all nodes at level 𝑙 ∈ ℒ 

𝐾𝑙 
Total number of options for choosing 𝑙 passed CAVs (PVs) from all approaches at 
level 𝑙 ∈ ℒ 

𝒦𝑙 ≔ {1, … , 𝐾𝑙} Set of all different combinations of PVs from all approaches at level 𝑙 ∈ ℒ 

𝒢𝑙𝑘 Set of nodes at level 𝑙 ∈ ℒ with combination set 𝑘 ∈ 𝒦𝑙  

𝑅𝑙𝑚𝑖  Number of PVs from approach 𝑖 ∈ ℐ at node (𝑙, 𝑚) 

ℛ𝑙𝑚𝑖 ≔ {0,1, … , 𝑅𝑙𝑚𝑖} Set of all PVs from approach 𝑖 ∈ ℐ at node (𝑙, 𝑚) 

𝒬𝑙𝑚𝑖 ≔ 𝒩𝑖\ℛ𝑙𝑚𝑖 Set of all approaching CAVs (AVs) from approach 𝑖 ∈ ℐ at node (𝑙, 𝑚) 

𝐽𝑙𝑚 Last PV’s approach index at node (𝑙, 𝑚) 

𝑃𝑙𝑚 Index of the parent node of node (𝑙, 𝑚) 

𝐶𝑙𝑚
𝑃𝑉 Travel time delay cost of PVs at node (𝑙, 𝑚) 

𝐶𝑙𝑚𝑖
𝐴𝑉  Minimum travel time delay cost of AVs from approach 𝑖 ∈ ℐ at node (𝑙, 𝑚) 

𝐶𝑙𝑚
𝐿𝐵 Travel time delay cost of  AVs at node (𝑙, 𝑚) solving relaxed problem 

𝐶𝑙𝑚
𝑈𝐵 Travel time delay cost of AVs at node (𝑙, 𝑚) given a feasible solution 

𝐿𝐵𝑙𝑚  Lower bound of node (𝑙, 𝑚) 

𝑈𝐵𝑙𝑚 Upper bound of node (𝑙, 𝑚) 

𝐺𝐿𝐵 Global lower bound 

𝐺𝑈𝐵 Global upper bound 

 

Figure 3 illustrates the key notation. The B&B algorithm solves the VSO problem by breaking down the 
feasible region into 𝐿 = ∑ 𝑁𝑖𝑖∈ℐ  levels, indexed as ℒ ≔ 1, … , 𝐿. Each level 𝑙 ∈ ℒ contains all feasible sub-
solutions to the sequence of the first 𝑙 CAVs passing the conflict area, which are denoted as ℳ𝑙 ≔
1, … , 𝑀𝑙 .  For convenience, we refer the set of CAVs already passing the conflict area the passed vehicles 
(PV). Each sub-solution 𝑚 ∈ ℳ𝑙 is a node of the B&B tree at level 𝑙. The 𝑚th node (𝑚 ∈ ℳ𝑙) from level 𝑙 
is denoted as a pair (𝑙, 𝑚) that appears as subscripts in the following notation. Note that the PVs at each 
level 𝑙 can be chosen differently from all approaches. At a node (𝑙, 𝑚), the combination of PVs from 
different approaches may differ from the ones at node (𝑙, 𝑝), ∀𝑝 ≠ 𝑚 ∈ ℳ𝑙. With this, the nodes at 
each level 𝑙 can be grouped into smaller subsets 𝒢𝑙𝑘 , ∀𝑘 ∈ 𝒦𝑙  that each has the same combination of 
the first 𝑙 PVs from different approaches, where 𝒦𝑙 ≔ {1, … , 𝐾𝑙} denotes the set of all feasible 
combinations of choosing the first 𝑙 PVs from different approaches. Note that while all nodes in the 
same subset 𝒢𝑙𝑘  contain the same set of PVs, they have different passing sequences. With these, we 
denote ℛ𝑙𝑚𝑖 ≔ {0,1, … , 𝑅𝑙𝑚𝑖} as the set of PVs from approach 𝑖. Then let 𝒬𝑙𝑚𝑖 ≔ 𝒩𝑖\ℛ𝑙𝑚𝑖 denote the 
set of CAVs approaching to the conflict area on approach 𝑖 that are not scheduled yet, which we refer as 
approaching CAVs (AV). Let 𝐽𝑙𝑚  denote the last PV’s approach index at each node (𝑙, 𝑚).  
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(a) Illustration of the PVs’ and AVs’ sets, 𝑅𝑙𝑚𝑖 , ∀𝑖 ∈ ℐ, and 𝐽𝑙𝑚  at a given node 

 

 
(b) An illustrative example of the sets 𝒦𝑙 and 𝒢𝑙𝑘  at level 3 of the B&B tree 

Figure 3. An illustration to the B&B notation. 

 
Each node (𝑙, 𝑚) is constructed from its parent node 𝑃(𝑙−1)𝑚 ∈ ℳ(𝑙−1) at previous level 𝑙 − 1 in the 

branching procedure. Further, each node (𝑙, 𝑚) is associated with a travel time delay cost, 𝐶𝑙𝑚
𝑃𝑉, of its PV 

set. The PVs’ passing order at each node (𝑙, 𝑚) may change the boundary of an AV (𝑖 ∈ ℐ, 𝑛 ∈ 𝒬𝑙𝑚𝑖)’s 
possible departure time in Constraint (1) from its earliest departure time 𝑡𝑖𝑛

−  to a higher value 𝑡𝑖𝑛 𝑙𝑚
∗ . As 

a result, the set of AVs from each approach 𝑖 at a node (𝑙, 𝑚) may also be associated with a minimum 

amount of travel time delay cost, 𝐶𝑙𝑚𝑖
𝐴𝑉 . The lower bound 𝐿𝐵𝑙𝑚  and upper bound 𝑈𝐵𝑙𝑚  of a node (𝑙, 𝑚) 

then is formulated as: 
 

𝐿𝐵𝑙𝑚 = 𝐶𝑙𝑚
𝑃𝑉 + 𝐶𝑙𝑚

𝐿𝐵, ∀𝑙 ∈ ℒ, 𝑚 ∈ ℳ𝑙 (9) 
 

𝑈𝐵𝑙𝑚 = 𝐶𝑙𝑚
𝑃𝑉 + 𝐶𝑙𝑚

𝑈𝐵 , ∀𝑙 ∈ ℒ, 𝑚 ∈ ℳ𝑙 (10) 
 

where 𝐶𝑙𝑚
𝐿𝐵 and 𝐶𝑙𝑚

𝑈𝐵 are the travel time delay costs in a simpler relaxed VSO problem and in a feasible 
solution to the original VSO problem considering the set of AVs at node (𝑙, 𝑚), respectively. To store the 
best solution found so far, we define 𝐺𝐿𝐵 and 𝐺𝑈𝐵 as the global lower and upper bounds to the original 
VSO problem, respectively. 
 
With these definitions, the algorithm starts from an initial node (0, 0) where 𝑅00𝑖 = 0, ∀𝑖 ∈ ℐ. Then, 𝐼 
number of child nodes are constructed by adding the first AV from 𝒬00𝑖 from each approach 𝑖 ∈ ℐ to set 
ℛ00𝑖, respectively. After adding the lower and upper bounds of each constructed child node to the 
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lower bound list 𝐿𝑖𝑠𝑡𝐿𝐵  and upper bound list 𝐿𝑖𝑠𝑡𝑈𝐵 , respectively, and deleting the bounds of their 
parent node from these lists, the 𝐺𝐿𝐵 and 𝐺𝑈𝐵 will be updated. Then, the algorithm repeats this 
procedure by branching over the node with the lowest lower bound in 𝐿𝑖𝑠𝑡𝐿𝐵. As the procedure 
continues, the 𝐺𝐿𝐵 converges to the 𝐺𝑈𝐵. To accelerate this convergence rate, each created child node 
is checked for pruning through a set of valid cuts. The algorithm terminates when either 𝐺𝐿𝐵 and 𝐺𝑈𝐵 
are converged or the given time limit is reached. 
 

In the following subsections, we first illustrate the procedure of updating 𝐶𝑙𝑚
𝑃𝑉 at each constructed child 

node. Then, the procedure of calculating 𝐶𝑙𝑚
𝐿𝐵 and 𝐶𝑙𝑚

𝑈𝐵 at each node (𝑙, 𝑚) is provided. Finally, a set of 
valid cuts is presented to reduce the feasible solution space. 
 

Cost of a Node 
 

The 𝐶𝑙𝑚
𝑃𝑉 at each node (𝑙, 𝑚) is the sum of the travel time delay cost of all CAVs that have already been 

scheduled (i.e., the set of PVs) at that node. Therefore, it can be calculated by adding the travel time 
delay cost of the newly added CAV, 𝑅𝑙𝑚(𝐽𝑙𝑚), to the travel time delay cost of all CAVs that are already 

passed (i.e., the travel time delay costs of PVs of its parent node 𝐶(𝑙−1)𝑃𝑙𝑚

𝑃𝑉 ). To minimize the travel time 

delay cost of CAV 𝑅𝑙𝑚(𝐽𝑙𝑚), we schedule the CAV to pass the conflict area at the earliest possible 

departure time. With this, the scheduled departure time of the CAV 𝑅𝑙𝑚(𝐽𝑙𝑚) at node (𝑙, 𝑚) is 

formulated as follows. 
 

𝑡
(𝐽𝑙𝑚)(𝑅𝑙𝑚(𝐽𝑙𝑚))

+ = max 𝑡
(𝐽𝑙𝑚)(𝑅𝑙𝑚(𝐽𝑙𝑚))

− , 𝑡
(𝐽(𝑙−1)(𝑃𝑙𝑚))(𝑅

(𝑙−1)(𝑃𝑙𝑚)(𝐽(𝑙−1)(𝑃𝑙𝑚))
)

+ + 𝑑(𝐽𝑙𝑚)(𝑅𝑙𝑚𝑖)

+ 𝑐𝑙
(𝐽𝑙𝑚)(𝐽(𝑙−1)(𝑃𝑙𝑚))

, ∀𝑙 ∈ ℒ, 𝑚 ∈ ℳ𝑙 

(11) 

 

where 𝑡
(𝐽(𝑙−1)(𝑃𝑙𝑚))(𝑅

(𝑙−1)(𝑃𝑙𝑚)(𝐽(𝑙−1)(𝑃𝑙𝑚))
)

+  is the scheduled departure time of the last PV at the parent 

node 𝑃𝑙𝑚. Then, adding the travel time delay cost of the CAV 𝑅𝑙𝑚(𝐽𝑙𝑚) to the cost of its parent node 𝑃𝑙𝑚  

yields the travel time delay cost of node (𝑙, 𝑚) as follows. 
 

𝐶𝑙𝑚
𝑃𝑉 = 𝐶(𝑙−1)(𝑃𝑙𝑚)

𝑃𝑉 + 𝐷(𝐽𝑙𝑚)(𝑅𝑙𝑚𝑖)(𝑡(𝐽𝑙𝑚)(𝑅𝑙𝑚𝑖)
+ ), ∀𝑙 ∈ ℒ, 𝑚 ∈ ℳ𝑙 (12) 

 

Lower Bound 
 
The lower bound of each node (𝑙, 𝑚) in the B&B tree is calculated by adding the travel time delay cost of 

the PVs at that node, 𝐶𝑙𝑚
𝑃𝑉, to the lower bound cost of all AVs (i.e. set 𝒬𝑙𝑚𝑖), denoted by 𝐶𝑙𝑚

𝐿𝐵. The 

formulation to calculate 𝐶𝑙𝑚
𝑃𝑉 has been presented previously, so here we focus on formulating the lower 

bound cost 𝐶𝑙𝑚
𝐿𝐵. To reach this end, we consider a relaxed problem where all AVs are assumed to be 

homogeneous. Specifically, all AVs share the lowest value of time and minimum time headway among 
themselves, and no clearance time is considered when switching from one approach to another. This 
setting indicates that the optimal solution to the homogeneous VSO problem always results in lower 
travel time delay cost than any feasible solution to the original VSO problem and thus provides a lower 
bound cost of AVs at a given node. The following proposition presents the analytical solution to the 
homogeneous VSO problem.  
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Proposition 3. The first-in-first-out (FIFO) solution is the exact optimal solution to the homogeneous VSO 
problem.  
 
Proof. Let assume a set of 𝐹 CAVs from all approaches ordered sequentially form the downstream to the 
upstream ℱ ≔ 1, … , 𝐹, are moving to and aim to pass the conflict area. Let 𝑓 ∈ ℱ denote the 𝑓th CAV in 
the set, and denote the minimum time headway between each two consecutive CAVs and minimum 

time value by 𝑑̂ and 𝑢̂, respectively. Note that, there is no switching time headway in the homogeneous 
case and all CAVs share the same minimum time headway and value of time. Now let consider two 
consecutive CAVs 𝑓 and (𝑓 − 1), where 𝑓 ∈ ℱ\{1}, and 𝑡𝑓

− < 𝑡𝑓−1
− . For a given passing order of all other 

CAVs, we investigate the effect of switching the position of these two CAVs on the total travel time delay 
cost. To do so, we first formulate the travel time delay costs of both cases for these two CAVs as follows. 

 

𝐷𝑂 = 𝑢̂. (𝑡𝑓−1
+,𝑂 − 𝑡𝑓−1

− ) + 𝑢̂. (max{𝑡𝑓
−, 𝑡𝑓−1

+,𝑂 + 𝑑̂} − 𝑡𝑓
−)  

  

𝐷𝑆 = 𝑢̂. (𝑡𝑓
+,𝑆 − 𝑡𝑓

−) + 𝑢̂. (max{𝑡𝑓−1
− , 𝑡𝑓

+,𝑆 + 𝑑̂} − 𝑡𝑓−1
− )  

 
where superscripts 𝑂 and 𝑆 represent the original and switched ordered of passing, respectively, and 𝐷 

represents the travel time delay cost of CAVs 𝑓 and 𝑓 − 1. Now since 𝑡𝑓
− < 𝑡𝑓−1

− , we know that 𝑡𝑓
+,𝑠 ≤

𝑡𝑓−1
+,𝑜 . Further, from 𝑡𝑓

− < 𝑡𝑓−1
− ≤ 𝑡𝑓−1

+,𝑜 , it is easy to obtain 𝑡𝑓
− ≤ 𝑡𝑓−1

+,𝑂 + 𝑑̂ and thus, max{𝑡𝑓
−, 𝑡𝑓−1

+,𝑂 + 𝑑̂} =

𝑡𝑓−1
+,𝑂 + 𝑑̂. Finally from 𝑡𝑓

+,𝑠 ≤ 𝑡𝑓−1
+,𝑜  and 𝑡𝑓−1

− ≤ 𝑡𝑓−1
+,𝑜  we can show that max{𝑡𝑓−1

− , 𝑡𝑓
+,𝑆 + 𝑑̂} ≤ 𝑡𝑓−1

+,𝑂 + 𝑑̂ 

and thus, 𝐷𝑆 ≤ 𝐷𝑂. This implies that switching each two consecutive CAVs 𝑓 and (𝑓 − 1) sequentially 
when 𝑡𝑓

− < 𝑡𝑓−1
− , not only decreases the sum of travel time delay costs of these two CAVs, but also 

decreases the second CAV’s departure time which provides more space for the following CAVs to enjoy a 
lower travel time delay cost. This switching technique results to the FIFO solution that is shown to be 
optimal to the homogeneous VSO problem. This completes the proof.   
 
Proposition 3 indicates that the FIFO solution is the true optimum to the homogeneous VSO problem. 
With this analytical result, we can obtain the lower bound to a node in almost no time. Now let ℱ𝑙𝑚 ≔
1, … , 𝐿 − ∑ 𝑅𝑙𝑚𝑖𝑖∈𝓘 + 1 be the set of last PV , 𝑅𝑙𝑚(𝐽𝑙𝑚), and all AVs’ indexes in the FIFO order at a node 

(𝑙, 𝑚), where 𝑓 ∈ ℱ𝑙𝑚 corresponds to the 𝑓th CAV in the set and 𝑖𝑓 and 𝑛𝑓 are the 𝑓th CAV’s approach 

index and position in the original set 𝒩𝑖, respectively. We also define 𝑑̂𝑙𝑚 and 𝑢̂𝑙𝑚  as the lowest 

minimum time headway and time value among all AVs, respectively. With these, 𝐶𝑙𝑚
𝐿𝐵 of each node 

(𝑙, 𝑚) is formulated as follows. 
 

𝐶𝑙𝑚
𝐿𝐵 = 𝑢̂𝑙𝑚 ∗ ∑ (max {𝑡𝑖𝑓𝑛𝑓

− , 𝑡𝑖(𝑓−1)𝑛(𝑓−1)

+ + 𝑑̂𝑙𝑚} − 𝑡𝑖𝑓𝑛𝑓

− )

𝑓∈ℱ𝑙𝑚\{1}

, ∀𝑙 ∈ ℒ, 𝑚 ∈ ℳ𝑙 
(13) 

 
Note that 𝑡𝑖1𝑛1

+  in the above equation represents the scheduled departure time of last PV, 𝑅𝑙𝑚(𝐽𝑙𝑚). 

Further, the lower bound of each node (𝑙, 𝑚) is calculated using Equations (9), (12), and (13). 
 

Upper Bound 
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The upper bound of each node (𝑙, 𝑚) in the B&B tree is derived by adding the travel time delay cost of 

the PVs at that node, 𝐶𝑙𝑚
𝑃𝑉, to the upper bound cost of all AVs at that node (i.e. set 𝒬𝑙𝑚𝑖), denoted by 

𝐶𝑙𝑚
𝑈𝐵. Although any feasible solution of AVs can be used to calculate the upper bound cost, it is important 

to create a feasible solution whose objective value is close to the true optimum for the sake of 
computational performance. To reach this end, this subsection presents a fast heuristic to obtain a good 
upper bound cost efficiently. 
 
At a given a passing sequence of PVs decided by the centralized controller, the conflict area is occupied 

for a certain amount of time (i.e., 𝑡
(𝐽𝑙𝑚)(𝑅𝑙𝑚(𝐽𝑙𝑚))

+ ), which is the last PV’s departure time at node (𝑙, 𝑚)). 

This occupation affects the possible departure time boundary of AVs and consequently, their travel time 
delay costs. Basically, an AV’s possible departure time boundary may change from its earliest departure 
time to a higher value given the passing sequence of PVs ahead. This new boundary of an AV 
(𝑖 ∈ ℐ, 𝑛 ∈ 𝒬𝑙𝑚𝑖) denoted by  𝑡𝑖𝑛 𝑙𝑚

∗ , at each node (𝑙 ∈ ℒ\{𝐿}, 𝑚 ∈ ℳ𝑙) is formulated as follows. 
 

𝑡𝑖𝑛 𝑙𝑚
∗ = {

max {𝑡𝑖𝑛
− , 𝑡

(𝐽𝑙𝑚)(𝑅𝑙𝑚(𝐽𝑙𝑚))

+ + 𝑑𝑖𝑛 + 𝑐𝑙𝑖(𝐽𝑙𝑚)} 𝑛 = 𝑅𝑙𝑚𝑖 + 1

max{𝑡𝑖𝑛
− , 𝑡𝑖(𝑛−1) 𝑙𝑚

∗ + 𝑑𝑖𝑛} 𝑛 > 𝑅𝑙𝑚𝑖 + 1

 
∀𝑙 ∈ ℒ\{𝐿}, 𝑚 ∈ ℳ𝑙, 𝑖 ∈
ℐ, 𝑛 ∈ 𝒬𝑙𝑚𝑖 

(14) 

 
As an AV (𝑖, 𝑛)’s possible departure time boundary changes from 𝑡𝑖𝑛

−  to 𝑡𝑖𝑛 𝑙𝑚
∗ , its minimum travel time 

delay cost changes from zero to 𝑢𝑖𝑛(𝑡𝑖𝑛 𝑙𝑚
∗ − 𝑡𝑖𝑛

− ). With this, the minimum travel time delay cost of the 
AVs from each approach 𝑖 ∈ ℐ at node (𝑙 ∈ ℒ\{𝐿}, 𝑚 ∈ ℳ𝑙) is formulated as follows. 
 

𝐶𝑙𝑚𝑖
𝐴𝑉 = ∑ 𝐷𝑖𝑛(𝑡𝑖𝑛 𝑙𝑚

∗ )

𝑛∈𝒬𝑙𝑚𝑖

, ∀𝑙 ∈ ℒ\{𝐿}, 𝑚 ∈ ℳ𝑙, 𝑖 ∈ ℐ (15) 

 
With this, we construct a feasible solution of the AVs with an iterative procedure. At each iteration, we 
let a single AV pass the conflict area such that the increase in the summation of minimum travel time 
delay cost of the rest of AVs from all approaches is minimized. This iterative procedure can be formally 
stated as the pseudocode in Algorithm 1. 
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Algorithm 1. Upper Bound Fast Heuristic Algorithm 

     Input:  𝐼; 𝒥; 𝑁𝑖 , 𝒩𝑖 , ∀𝑖 ∈ 𝒥; ℒ; ℳ𝑙 , ∀𝑙 ∈ ℒ; 𝐽𝑙𝑚 , ∀𝑙 ∈ ℒ, 𝑚 ∈ ℳ𝑙; 𝑅𝑙𝑚𝑖 , 𝒬𝑙𝑚𝑖 , ∀𝑙 ∈
ℒ, 𝑚 ∈ ℳ𝑙, 𝑖 ∈ 𝒥 
1. 𝑛𝑢𝑚 ← ∑ (𝑁𝑖 − 𝑑)𝑖∈𝒥  
2. 𝐶 ← 0 
3. While (𝑛𝑢𝑚 > 0) do 
4.       For 𝑖 ∈ 𝒥 do 
5.             If (𝑅𝑙𝑚𝑖 < 𝑁𝑖) do 

6.                   𝑡𝑖(𝑅𝑙𝑚𝑖+1)
+ ← 𝑡𝑖(𝑅𝑙𝑚𝑖+1) 𝑙𝑚

∗  

7.                   𝑅𝑙𝑚𝑖
∗ ← 𝑅𝑙𝑚𝑖 + 1 

8.                   𝒬𝑙𝑚𝑖
∗ ← 𝒬𝑙𝑚𝑖\{𝑅𝑙𝑚𝑖

∗ } 
9.                   Determine 𝑡𝑖𝑛 𝑙𝑚

∗ , ∀𝑛 ∈ 𝒬𝑙𝑚𝑖
∗  from equation (14) using 𝑅𝑙𝑚𝑖

∗  and 𝐽𝑙𝑚 = 𝑖 

10.                   costmin(𝑖) ← ∑ (𝐶𝑙𝑚𝑖
𝐴𝑉 )𝑖∈𝒥  from equation (15) using 𝒬𝑙𝑚𝑖

∗  

11.             Else do 

12.                   costmin(𝑖) ← +∞ 

13.             End 
14.       End for 

15.       Find the minimum cost in list costmin and set 𝑖∗ as the index of minimum cost 

16.       𝐶 ← 𝐶 + 𝐷𝑖∗(𝑅𝑙𝑚𝑖∗+1) (𝑡𝑖∗(𝑅𝑙𝑚𝑖∗+1)
+ ) 

17.       𝐽𝑙𝑚 ← 𝑖∗ 
18.       𝑅𝑙𝑚𝑖∗ ← 𝑅𝑙𝑚𝑖∗ + 1 
19.       𝒬𝑙𝑚𝑖∗ ← 𝒬𝑙𝑚𝑖∗\{𝑅𝑙𝑚𝑖∗}  
20.       𝑛𝑢𝑚 ← 𝑛𝑢𝑚 − 1 
21. End while 
    Output: 𝐶 

 

Valid Cuts 
 
To improve the efficiency of the presented B&B algorithm, we add a set of valid cuts derived from the 
theoretical properties of the investigated problem to prune possible branches in the B&B tree. As 
mentioned in previous section, the boundaries of the AVs’ possible departure times at a given node may 
change due to the passing sequence of PVs ahead. The new departure time boundary of an AV (𝑖, 𝑛), 
𝑡𝑖𝑛 𝑙𝑚

∗ , and the minimum travel time delay cost of AVs from each approach 𝑖 at a given node (𝑙, 𝑚) is 
formulated in Equations (14) and (15), respectively. With these, the following proposition specifies a set 
of valid cuts to improve the efficiency of the B&B algorithm. 
 
Proposition 4. For two nodes (𝑙 ∈ ℒ\{𝐿}, 𝑘 ∈ 𝒦𝑙, 𝑚 ∈ 𝒢𝑙𝑘) and (𝑙 ∈ ℒ\{𝐿}, 𝑘 ∈ 𝒦𝑙, 𝑝 ∈ 𝒢𝑙𝑘) in the same 

subset 𝒢lk, if 𝑡𝑖(𝑅𝑙𝑚𝑖+1)𝑙𝑚
∗ ≤ 𝑡𝑖(𝑅𝑙𝑝𝑖+1)𝑙𝑝

∗  and 𝐶𝑙𝑚
𝑃𝑉 + 𝐶𝑙𝑚𝑖

𝐴𝑉 ≤ 𝐶𝑙𝑝
𝑃𝑉 + 𝐶𝑙𝑝𝑖

𝐴𝑉 , ∀𝑖 ∈ ℐ, then node (𝑙 ∈

ℒ\{𝐿}, 𝑘 ∈ 𝒦𝑙 , 𝑝 ∈ 𝒢𝑙𝑘) is dominated by node (𝑙 ∈ ℒ\{𝐿}, 𝑘 ∈ 𝒦𝑙 , 𝑚 ∈ 𝒢𝑙𝑘) and can be pruned from the 
B&B tree. 
 
Proof. Please note that all nodes in the same level 𝑙 ∈ ℒ and subset 𝒢𝑙𝑘 , 𝑘 ∈ 𝒦𝑙 , contain the same set of 
PVs while their passing order is different. Note that if 𝑡𝑖(𝑅𝑙𝑚𝑖+1)𝑙𝑚

∗ ≤ 𝑡𝑖(𝑅𝑙𝑝𝑖+1)𝑙𝑝
∗ , ∀𝑖 ∈ ℐ, from Equation 

(14) we know that 𝑡𝑖𝑛 𝑙𝑚
∗ ≤ 𝑡𝑖𝑛 𝑙𝑝

∗ , ∀𝑛 ∈ 𝒬𝑙𝑚𝑖. Note that 𝑡𝑖𝑛 𝑙𝑚
∗  would be the same as 𝑡𝑖𝑛 𝑙𝑝

∗  for an AV 
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(𝑖 ∈ ℐ, 𝑛 ∈ 𝒬𝑙𝑚𝑖) only if 𝑡𝑖𝑛 𝑙𝑚
∗ = 𝑡𝑖𝑛 𝑙𝑝

∗ = 𝑡𝑖𝑛
−  or 𝑡𝑖(𝑅𝑙𝑚𝑖+1)𝑙𝑚

∗ = 𝑡𝑖(𝑅𝑙𝑝𝑖+1)𝑙𝑝
∗ . Let denote the first AV from 

each approach 𝑖 ∈ ℐ where 𝑡𝑖𝑛 𝑙𝑚
∗ = 𝑡𝑖𝑛 𝑙𝑝

∗  (if it happens) by 𝑁𝑖
∗. According to Equations (14)-(15), we 

formulate the difference between 𝐶𝑙𝑚𝑖
𝐴𝑉  and 𝐶𝑙𝑝𝑖

𝐴𝑉  for each approach 𝑖 ∈ ℐ as follows. 

 

Δ𝐶𝑙𝑝𝑚𝑖 = 𝐶𝑙𝑝𝑖
𝐴𝑉 − 𝐶𝑙𝑚𝑖

𝐴𝑉 = (𝑡𝑖(𝑅𝑙𝑝𝑖)𝑙𝑝
∗ − 𝑡𝑖(𝑅𝑙𝑚𝑖)𝑙𝑚

∗ ) . ∑ (𝑢𝑖𝑛)

𝑛∈{𝑅𝑙𝑚𝑖,… ,𝑁𝑖
∗−1}

, ∀𝑖 ∈ ℐ  

 
Now let consider the set of AVs in a given feasible passing sequence from the downstream to the 
upstream ℱ ≔ 1, … , 𝐿 − ∑ 𝑅𝑙𝑚𝑖𝑖∈ℐ , where 𝑓 ∈ ℱ corresponds to the 𝑓th CAV in the set and 𝑖𝑓 and 𝑛𝑓 

are the approach’s index and position of the 𝑓th AV in the original set 𝒩𝑖, respectively. With this, we 
formulate the actual departure time of AVs given the passing order in the set ℱ for a given node (𝑙, 𝑚) 
as follows. 
 

t𝑖𝑓𝑛𝑓 𝑙𝑚
+ = {

𝑡𝑖𝑓𝑛𝑓 𝑙𝑚
∗ 𝑓 = 1

max {𝑡𝑖𝑓𝑛𝑓 𝑙𝑚
∗ , t𝑖(𝑓−1)𝑛(𝑓−1)  𝑙𝑚

+ + 𝑑𝑖𝑓𝑛𝑓
+ 𝑐𝑙𝑖𝑓𝑖(𝑓−1)

} 𝑓 > 1
 

∀𝑙 ∈ ℒ\{𝐿}, 𝑚 ∈ ℳ𝑙,𝑓 ∈
ℱ 

 

 
From the above equation, we know that t𝑖𝑓𝑛𝑓 𝑙𝑝

+ − t𝑖𝑓𝑛𝑓 𝑙𝑚
+ = 𝑡𝑖1𝑛1 𝑙𝑝

∗ − 𝑡𝑖1𝑛1 𝑙𝑚
∗ , ∀𝑙 ∈ ℒ\{𝐿}, 𝑚, 𝑝 ∈ 𝒢𝑙𝑘 , 

𝑓 ∈ ℱ, only if no preceding AV departs at its earliest departure time. Please note that if an AV departs at 
its earliest departure time, the travel time delay cost of its following AVs would be the same at both 
nodes. Let denote the first AV in set ℱ that departs at its earliest departure time (if it happens) by 𝐹∗. It 
is easy to show 𝑛𝐹∗ ≥ 𝑁𝑖(𝐹∗)

∗ . With this, we formulate the difference between the travel time delay costs 

of all preceding AVs of 𝐹∗ at nodes (𝑙 ∈ ℒ\{𝐿}, 𝑘 ∈ 𝒦𝑙 , 𝑚 ∈ 𝒢𝑙𝑘) and (𝑙 ∈ ℒ\{𝐿}, 𝑘 ∈ 𝒦𝑙, 𝑝 ∈ 𝒢𝑙𝑘) as 
follows. 
 

δ𝐶𝑙𝑝𝑚
ℱ = (𝑡𝑖1𝑛1 𝑙𝑝

∗ − 𝑡𝑖1𝑛1 𝑙𝑚
∗ ). ∑ (𝑢𝑖𝑓𝑛𝑓

)

𝑓∈{1,… ,𝐹∗−1}

  

 
We know that the first CAV in set ℱ is one the first AVs from one of the approaches. We also know that 

𝑡𝑖(𝑅𝑙𝑚𝑖+1)𝑙𝑚
∗ ≤ 𝑡𝑖(𝑅𝑙𝑝𝑖+1)𝑙𝑝

∗ , ∀𝑖 ∈ ℐ. With this, it is easy to show that (𝑡𝑖1𝑛1 𝑙𝑝
∗ − 𝑡𝑖1𝑛1 𝑙𝑚

∗ ) =

(𝑡𝑖(𝑅𝑙𝑝𝑖+1)𝑙𝑝
∗ − 𝑡𝑖(𝑅𝑙𝑚𝑖+1)𝑙𝑚

∗ ) ≥ 0. Since 𝑛𝐹∗ ≥ 𝑁𝑖(𝐹∗)

∗ , the above equation contains the travel time delay 

cost of at least all preceding AVs of 𝑁𝑖(𝐹∗)

∗  from approach 𝑖(𝐹∗) ∈ ℐ. Thus, we can show that δ𝐶𝑙𝑝𝑚
ℱ ≥

Δ𝐶𝑙𝑝𝑚𝑖(𝐹∗)
. This implies that if 𝐶𝑙𝑚

𝑃𝑉 ≤ 𝐶𝑙𝑝
𝑃𝑉 + Δ𝐶𝑙𝑝𝑚𝑖 , ∀𝑖 ∈ ℐ, then for any feasible sequence of AVs 

(defined as the set ℱ) 𝐶𝑙𝑚
𝑃𝑉 ≤ 𝐶𝑙𝑝

𝑃𝑉 + δ𝐶𝑙𝑝𝑚
ℱ . This conclude that node (𝑙 ∈ ℒ\{𝐿}, 𝑘 ∈ 𝒦𝑙 , 𝑝 ∈ 𝒢𝑙𝑘) is 

dominated by node (𝑙 ∈ ℒ\{𝐿}, 𝑘 ∈ 𝒦𝑙 , 𝑚 ∈ 𝒢𝑙𝑘) and can be pruned from the B&B tree. This completes 
the proof.  
 
Proposition 4 indicates that there might be some branches in the B&B tree dominating other branches 
at the same level. This property of the problem helps the B&B algorithm to find the optimum solution in 
a more efficient manner. Although the number of dominated branches in the B&B tree depends on the 
parameter settings, it can be shown that the proposed valid cuts can improve the computational time 
complexity of the B&B algorithm from an exponential size to a polynomial size of the number of CAVs in 
a fully saturated traffic scenario i.e., 𝑎𝑖𝑛 = 𝑑𝑖𝑛, ∀𝑖 ∈ ℐ, 𝑛 ∈ 𝒩𝑖. The following proposition specifies this 
property. 
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Proposition 5. The time complexity of the B&B algorithm with the proposed valid cuts in a fully 

saturated traffic scenario, where 𝑎𝑖𝑛 = 𝑑𝑖𝑛, ∀𝑖 ∈ ℐ, 𝑛 ∈ 𝒩𝑖 and 𝑁 = max
𝑖∈ℐ

{𝑁𝑖} is 𝒪(𝑁(𝐼+1). 𝐼3). 

 
Proof. In the fully saturated traffic scenario where 𝑎𝑖𝑛 = 𝑑𝑖𝑛, ∀𝑖 ∈ ℐ, 𝑛 ∈ 𝒩𝑖, the last PV’s scheduled 

departure time at a node (𝑙, 𝑚), i.e., 𝑡
(𝐽𝑙𝑚)(𝑅𝑙𝑚(𝐽𝑙𝑚))

+ , can be easily calculated by adding the summation 

of all PVs’ minimum time headways to the summation of the total clearance time and the first PV’s 
scheduled departure time. This basically indicates that two nodes in the same subset 𝒢𝑙𝑘  with the same 
number of switching approaches and the first and last PVs’ approach indexes have the same scheduled 
departure time for the last PV. Hence, from Proposition 4, we know that there is one node dominating 
the other nodes with the same characteristics mentioned above. Now we know that there are no more 
than 𝒪(𝑁𝐼) options for choosing a different number of CAVs from different approaches as PVs. For each 
of these options, there are no more than 𝒪(𝐼. 𝑁) choices for the number of switching time headways. 
Further, for each of these options, there are at most 𝒪(𝐼2) choices for the first and last PVs’ approach 
indexes. Thus, the optimal solution to the VSO problem in a fully saturated traffic scenario can be found 

by searching no more than 𝑁(𝐼+1). 𝐼3 nodes in the B&B tree. This basically means that the complexity of 

the B&B algorithm with the proposed valid cuts in a fully saturated traffic scenario is 𝒪(𝑁(𝐼+1). 𝐼3). This 

completes the proof. 
 
With these, we formulate the B&B algorithm to solve the VSO problem at a general conflict area 
considering heterogeneous CAV time headways and values of time. 
 

An Illustrative Example 
 
This subsection presents the key aspects of the B&B algorithm with an illustrative example. In this 
example, we focus on a conflict area consisting of two approaches with two CAVs on each approach, as 
shown in Figure 4(a). Each node of the B&B tree is denoted by a pair (𝑙, 𝑚) which presents the level and 

node’s index at that level. At each node (𝑙, 𝑚), a set of information i.e., 𝑅𝑙𝑚𝑖 , 𝑡𝑖(𝑅𝑙𝑚𝑖+1)𝑙𝑚
∗ , ∀𝑖 ∈ ℐ, 𝐶𝑙𝑚

𝑃𝑉, 

𝐶𝑙𝑚𝑖
𝐴𝑉 , ∀𝑖 ∈ ℐ, 𝐿𝐵𝑙𝑚, and 𝑈𝐵𝑙𝑚, is provided. The value of times adopted in this example are intended to 

highlight the algorithm's robustness and its ability to handle different inputs effectively, emphasizing the 
algorithm's versatility across a wide range of inputs. Further, the unvisited nodes visited nodes, chosen 
nodes for branching, and pruned nodes are shown in Figure 4(b)–(f) with yellow, white, green, and red 
colors, respectively. With these, the algorithm starts from a node at level 0 where 𝑅𝑙𝑚𝑖 = 0, ∀𝑖 ∈ ℐ as 
shown in Figure 4(b). Figure 4(c) then shows the B&B tree after the first branching. After updating 𝐺𝐿𝐵 
and 𝐺𝑈𝐵, node (1,2) is chosen for next branching as presented in Figure 4(d). Going through the same 
procedure, Figure 4(e) shows the B&B tree after branching node (1,1). It can be seen in Figure 4(e) that 

𝑡𝑖(𝑅21𝑖+1)21
∗ ≤ 𝑡𝑖(𝑅24𝑖+1)24

∗  and 𝐶21
𝑃𝑉 + 𝐶21𝑖

𝐴𝑉 ≤ 𝐶24
𝑃𝑉 + 𝐶24𝑖

𝐴𝑉, ∀𝑖 ∈ ℐ. Hence, node (2,4) is dominated by 

node (2,1) based on Proposition 4 and is removed from the B&B tree. Finally, according to Figure 4(f), 
the B&B algorithm considering the valid cuts obtains the optimal solution after seven iterations, which is 
decreased by one compared to the B&B algorithm without considering the valid cuts. 
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(a) An illustration to the example’s parameter settings 

 

 
(b) Initial node of the B&B tree 

 

 
(c) The B&B tree after the first branching 

 

 
(d) The B&B tree after the second branching 

 

 
(e) The B&B tree after the third branching 
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(f) The final B&B tree 

Figure 4. An illustrative example of the B&B algorithm with the valid cuts. 
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Chapter 5. Numerical Experiments 
 
This research presents a set of numerical experiments to investigate the performance of the proposed 
model and algorithm and illustrate the application of IVC. First, a set of numerical experiments in a fixed 
time horizon are conducted to investigate the computational complexity and accuracy of the proposed 
solution method. The second set of experiments further investigates the benefits of the IVC strategy 
compared to the outcomes of two benchmark cases for an isolated conflict area in a real-time 
application. Finally, sensitivity analysis is performed to draw managerial insights into the impacts of 
varying parameter settings such as lost time duration, length of control area, arrival traffic demand, 
heterogeneity in CAVs’ value of time and minimum time headway on the proposed model’s outcome. All 
numerical experiments were conducted on a DELL Studio PC with 3.60 GHz of Intel Core i7-7700 CPU 
and 16 GB RAM in a Windows environment and the proposed algorithm was implemented with Visual 
C++ 2017. 
 

Fixed Time Horizon Experiments 
 
This experiment considers an isolated conflict area consisting of two and three one-lane approaches 
with heterogeneous CAV time headways and values of the time. It basically means that each individual 
CAV can have different parameter settings. Thus, the parameter settings related to each individual CAV 
are randomly generated following a uniform distribution within their corresponding ranges. The 
maximum speed limits of all approaches are considered to be the same and equal to 30 meters/sec.  
 
The value of time ranges from 1 to 10 is chosen to encompass a realistic and reasonable range 
commonly observed in transportation studies. This range allows for a comprehensive evaluation of the 
algorithm's performance across various value scenarios. By including a range of values, we capture the 
diversity in individuals' preferences and perceptions of travel time. This approach ensures a nuanced 
assessment of the algorithm's effectiveness and its applicability in real-world transportation planning 
and decision-making processes. Table 3 summarizes the default values of all parameters. 
 

Table 3. Default Parameter Settings of CAVs 

Parameter Value Note 

𝑎𝑖𝑛 ∈ [1.2, 3] sec 𝑡𝑖1
− , ∀𝑖 ∈ ℐ,is assigned to an initial random number 

𝑢𝑖𝑛 ∈ [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] $/sec ~⌈𝑈(0,10)⌉ 

𝑠𝑖𝑛 ∈ [6, 12] meter ~𝑈(6,12) 

𝜏𝑖𝑛 ∈ [0.4, 0.8] sec ~𝑈(0.4,0.8) 

𝑐𝑙𝑖𝑗 ∈ [0.6, 1.2] sec ~𝑈(0.6,1.2) 

𝑣̅𝑖 30 meter/sec  
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Computation Performances of the Proposed Approaches 
 
This subsection analyzes the computational performance and accuracy of the proposed solution method 
and control strategy. Different instances with various numbers of CAVs (5, 10, 15, 20, 25, 30) are tested 
to explore how the problem scale affects the B&B algorithm’s computational performance. In these 
experiments, the computational time of the B&B algorithm is benchmarked against a state-of-the-art 
commercial solver, Gurobi. To explore whether the valid cuts presented in the B&B algorithm can 
improve the computational speed, we solve all instances with and without adding the valid cuts in the 
B&B procedure. To validate the effectiveness of the IVC strategy, a reservation-based control scenario 
(RBC) and a fixed-time signal control (FTSC) strategy are presented as benchmarks for all instances. In 
RBC, the passing sequence of CAVs is assumed to be in the first-in-first-out order. In FTSC strategy, the 
optimal cycle length is obtained through an enumeration procedure. For a given cycle length, the green 
splits for all directions are allocated in a way to produce equal degree of saturation on each approach 
(Gradinescu et al., 2007), which is formulated as follows. 
 

𝐺𝑖 = (𝐶 − 𝐿).
𝑢𝑖 .

𝜆𝑖
𝜇𝑖

∑ 𝑢𝑖 .
𝜆𝑖
𝜇𝑖

𝑖∈ℐ

 , ∀𝑖 ∈ ℐ 

 

 
where 𝐺𝑖 is the green time for each direction 𝑖 ∈ ℐ, 𝐶 is the cycle duration, 𝐿 is the total clearance time 

of one cycle, 
𝜆𝑖

𝜇𝑖
 is the “volume per saturation flow” ratio for direction 𝑖 ∈ ℐ, and 𝑢𝑖 is the average priority 

of all CAVs in approach 𝑖 ∈ ℐ. The values of 𝜆𝑖, 𝜇𝑖, 𝑢𝑖, ∀𝑖 ∈ ℐ, and 𝐿 are calculated with the following 
equations. 
 

𝜆𝑖 =
𝑁𝑖 − 1

∑ (𝑎𝑖𝑛)𝑛∈𝒩𝑖\{1}
∗ 3600, ∀𝑖 ∈ ℐ 

 

  

𝜇𝑖 =
𝑁𝑖 − 1

∑ (𝑑𝑖𝑛)𝑛∈𝒩𝑖\{1}
∗ 3600, ∀𝑖 ∈ ℐ 

 

  

𝑢𝑖 =
∑ (𝑢𝑖𝑛)𝑛∈𝒩𝑖

𝑁𝑖
 , ∀𝑖 ∈ ℐ 

 

  

𝐿 =
∑ ∑ (𝑐𝑙𝑖𝑗)𝑗∈ℐ𝑖∈ℐ

𝐼
, 

 

  
Then, a branch-and-bound algorithm is constructed to determine the optimal sequence of all phases 
within a cycle. Since the cycle length is fixed in FTSC, all phases should appear within a cycle duration, 
and also, no phase can appear consecutively moving from one cycle to another. Whit these, each 
instance of CAVs is solved with five approaches: individual-vehicle-based scenario using Gurobi (GB), 
individual-vehicle-based scenario using the B&B algorithm without the valid cuts (B&B_NV), individual-
vehicle-based scenario using the B&B algorithm with the valid cuts (B&B_V), the analytical solution of 
reservation-based control (RBC) scenario, and the fixed-time signal control strategy (FTSC). Further, the 
time limit is set as five minutes for the first three solution approaches (i.e., GB, B&B_NV, and B&B_V). 
The outputs of all solution methods and their computational times are summarized in Table 4 and Table 
5, respectively. Note that RBC and FTSC strategies are conducted as benchmarks only for the outputs of 



 

NATIONAL INSTITUTE FOR CONGESTION REDUCTION     25 

the proposed model. Thus, no time limit for these two solution approaches is needed, and their 
computational times are not provided in Table 5. 
 

Table 4. Statistics of Solution Quality Metrics - Numbers in Brackets  
Show Corresponding Gaps in Percentage 

Number of 
approaches 

Number 
of CAVs 

Objective value ($) (Gap (%)) 

GB B&B_NV B&B_V RBC FTSC 

2 

5 76.4 (0) 76.4 (0) 76.4 (0) 179.2 (/) 132.5 (/) 

10 206.6 (0) 206.6 (0) 206.6 (0) 631.7 (/) 396.6 (/) 

15 313.6 (0) 313.6 (0) 313.6 (0) 1190.6 (/) 633.4 (/) 

20 450.4 (0) 450.4 (13.8) 450.4 (0) 2189.3 (/) 943.5 (/) 

25 573.6 (0.4) 586.1 (33.4) 573.6 (0) 3217.7 (/) 1253.8 (/) 

30 792.1 (1.6) 811.4 (51.7) 756.7 (0) 4986.2 (/) 1604.0 (/) 

3 

5 269.8 (0) 269.8 (0) 269.8 (0) 662.8 (/) 359.2 (/) 

10 1096.1 (10.6) 998.8 (43.8) 984.7 (0) 2375.9 (/) 1362.0 (/) 

15 2023.2 (14.8) 1874.4 (74.4) 1864.8 (0) 5072.9 (/) 2637.8 (/) 

20 3979.4 (18.8) 3304.0 (83.6) 3197.2 (0) 9680.9 (/) 4603.9 (/) 

25 5865.5 (21.4) 4679.0 (87.4) 4490.9 (0) 13784.4 (/) 6215.6 (/) 

30 8426.2 (23.2) 6582.6 (90.6) 6055.1 (35.8) 19888.5 (/) 8643.4 (/) 

 
 
As shown in Table 4, GB, B&B_NV, and B&B_V provide exactly the same total travel time delay cost if 
they solve the problem optimally in the given time limit. This not only verifies the correctness of the 
proposed B&B algorithm but also indicates that the proposed cutting procedure in B&B is valid and does 
not compromise solution optimality. Table 4 also shows that B&B_V provides better solutions in terms 
of total travel time delay costs with smaller optimality gaps compared to all other solution methods. This 
verifies the effectiveness of the proposed valid cuts in the B&B procedure. Further, the RBC scenario 
produces significantly higher travel time delay costs compared to other control strategies, especially 
when their optimality gaps are zero. This also validates the effectiveness of the proposed individual-
vehicle-based control compared to the reservation-based control, where the passing order of CAVs 
depends on their arriving order to the control area. Finally, the FTSC strategy always produces higher 
total travel time delay costs compared to the individual-vehicle-based scenario. An interesting 
observation here is that B&B_NV produces significantly lower travel time delay costs compared to GB, 
RBC, and FTFC, even if it cannot solve the problem to optimality. This verifies the effectiveness of the 
proposed upper bound procedure in the B&B algorithm and indicates that even the approximation of 
the total travel time delay cost in the individual-vehicle-based scenario outperforms the other control 
strategies in a given conflict area. 
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Table 5. Statistics of Computational Time Metrics for First Three Solution Approaches 

Number of 
approaches 

Number of 
CAVs 

Computational time (sec) 

GB B&B_NV B&B_V 

2 

5 0.06 0.01 0.01 

10 0.49 0.22 0.02 

15 2.79 10.12 0.04 

20 54.77 >300.0 0.11 

25 >300.0 >300.0 0.21 

30 >300.0 >300.0 0.43 

3 

5 0.82 1.81 0.05 

10 >300.0 >300.0 2.22 

15 >300.0 >300.0 8.68 

20 >300.0 >300.0 39.01 

25 >300.0 >300.0 167.66 

30 >300.0 >300.0 >300.0 

 
 
Table 5 summarizes the computational times of GB, B&B_NV, and B&B_V. It is shown that the solution 
time of GB increases significantly as the instance size increases: that is, GB cannot solve the problem to 
optimality when the number of CAVs on each approach goes beyond 20 at a two-approach conflict area 
and when it goes beyond 5 at a three-approach conflict area. The computational speed of B&B_NV 
follows a similar trend as the computational speed of GB except for a higher growth rate. This verifies 
the exponential increase in that solution space as the problem size increases. This also indicates that, 
without the proposed valid cuts, the B&B algorithm would fail when used in real-time applications. 
However, after adding the valid cuts to the B&B algorithm, the optimal solution can be obtained in a 
much more efficient manner due to the solution space reduction. It can be seen in Table 5 that almost 
all instances in the two-approach conflict area can be solved within a second, which demonstrates the 
applicability of B&B_V to real-time applications in an isolated conflict area with no more than two 
approaches. As the number of approaches increases, B&B_V dominates all other solution approaches in 
terms of both computational speed and travel time delay cost. Although as the number of approaches 
increases, B&B_V takes a longer solution time, it can still be used in real-time applications of scheduling 
CAVs at conflict areas with three (or even more) approaches considering a smaller length of the control 
area with a lower number of CAVs on each approach. 
 

Validation of Solution Space Reduction 
 
To investigate whether the proposed valid cuts in the B&B algorithm can improve the computational 
speed, we solve all instances with B&B_V and B&B_NV and store the number of created nodes at each 
level. Figure 5 plots out the numbers of created nodes in both cases as the level increases for three 
different instances with a two-approach conflict area and one instance with a three-approach conflict 
area. As shown in Figure 5, without the valid cuts, the number of created nodes increases significantly as 
the level (i.e., the number of PVs) increases. This explains why the optimality gap in BAB_NV is even 
worse than GB given the same time limit. However, after adding the valid cuts, the number of created 
nodes decreases remarkably. This indicates that the proposed valid cuts can significantly decrease the 
solution space of the problem and as a result, reduce the computational time of the algorithm. Further, 



 

NATIONAL INSTITUTE FOR CONGESTION REDUCTION     27 

Figure 6 plots out the number of explored nodes before finding the optimal solution (or a near-optimum 
solution if the time limit is reached) in GB, BAB_V, and BAB_NV over the problem size (e.g., indicated as 
the total number of CAVs) considering a two-approach conflict area. It can be seen in Figure 6 that the 
solution time of GB and BAB_NV increases almost exponentially as the problem size increases. It is 
noteworthy to mention that GB and B&B_NV cannot solve the problem to optimality for more than 20 
CAVs on each approach in a two-approach conflict area. Hence, the number of explored nodes in these 
two solution approaches do not increase exponentially for the instances with more than 20 CAVs on 
each approach. However, the number of explored nodes in BAB_V increases at a much slower rate 
compared to GB and BAB_NV. An interesting observation from this figure is that as the problem size 
increases, the difference in the increase rate of explored nodes in B&B_V and B&B_NV also becomes 
more salient. This indicates that B&B_V is more effective during the peak hours when the conflict area 
has to serve higher traffic demand. Also, the system can benefit more from CAV technology using 
B&B_V by providing a longer control area. 
 

 
(a) Two-approach conflict area with 5 

CAVs per approach 

 
(b) Two-approach conflict area with 10 

CAVs per approach 
 

 
(c) Two-approach conflict area with 15 

CAVs per approach 

 
(d) Three-approach conflict area with 5 

CAVs per approach 

Figure 5. Number of constructed nodes in B&B tree before and after adding the valid cuts. 
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Figure 6. Number of explored nodes in Gurobi and B&B tree 
 before and after adding the valid cuts. 

 

Rolling Time Horizon Experiments 
 
To monitor CAVs’ operations while traveling within the control area, we use the analytical near-
optimum trajectory construction method proposed by (Ghiasi et al., 2019). It basically restricts each 
CAV’s trajectory to have no more than five quadratic segments (i.e., cruising, deceleration, stopping, 
acceleration, and cruising) with identical acceleration magnitudes to obtain smooth trajectories. In this 
experiment, we focus on isolated conflict areas consisting of two one-lane approaches, serving 1000 
CAVs on each approach. The arrival traffic pattern on each approach is simulated by randomly 
generating each CAV’s parameter setting. Two different patterns of arrival traffic demand rates are 
tested. As shown in Figure 7, we let the arrival traffic demand rates on each approach fluctuate to 
simulate both saturated and unsaturated traffic conditions. The fluctuation in the arrival traffic pattern 
is made consistent with a typical peak-hour cycle starting from unsaturated traffic, peaking at 
oversaturated traffic and finally ending at unsaturated traffic. This setting is to test the applicability of 
the proposed model to realistic time-varying traffic patterns. 
 

 
(a) Case I 

 
(b) Case II 

Figure 7. Illustration of arrival traffic demand rate in a peak-hour cycle. 
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Table 6 summarizes the default values of all parameters related to the conflict area. Note that it is 
crucial to consider a maneuver area for each approach since CAVs must have enough space to adapt 
their movements given their scheduled departure times. 
 

Table 6. Default Parameter Settings of Conflict Area 

Parameter Value Note 

𝑣̅𝑖 30 meter/sec Free flow speed of approach 𝑖, ∀𝑖 ∈ ℐ 

𝑎𝑖  4 meter/sec2 Maximum safe acceleration rate on approach 𝑖, ∀𝑖 ∈ ℐ 

𝑎𝑖  −4 meter/sec2 Maximum safe deceleration rate on approach 𝑖, ∀𝑖 ∈ ℐ 

𝑙𝑖
𝑚 1000 meter Length of the maneuver area in approach 𝑖, ∀𝑖 ∈ ℐ 

𝑙𝑖
𝑐  1000 meter Length of the control area in approach 𝑖, ∀𝑖 ∈ ℐ 

 
Further, Figure 8 illustrates the iterative procedure of conducting a rolling time horizon experiment in 
three steps. First, at a given scheduling time point, the set of CAVs located at the control area will be 
identified (green trajectories in Figure 8[b]). In the second step, the VSO problem will be constructed for 
this set of CAVs. Then, these CAVs will be scheduled to safely pass the conflict area using the B&B 
algorithm. Given the scheduled departure time of each set of CAVs, their trajectories will be constructed 
(blue trajectories in Figure 8[c]). Note that the scheduled CAVs might have a certain amount of travel 
time delay and as a result, the following set of CAVs may not be able to pass the conflict area without 
decreasing their speed. Thus, in the third step, the earliest departure time of the following set of CAVs 
will be updated after scheduling each set of CAVs (yellow trajectories in Figure 8[d]). We let the next set 
of CAVs to arrive the control area at the maximum speed to maximize the throughput of the conflict 
area. Further, in the third step, the earliest time an unscheduled CAV arrives to the end of the control 
area will be considered as the next scheduling time point. Going through this process iteratively, all CAVs 
from different approaches will be scheduled to safely pass the conflict area. 
 
To evaluate the performance of the proposed solution method, the results of IVC are compared with the 
RBC and FTSC strategies. In RBC, we schedule CAVs in a first-in-first-out pattern at the second step of 
constructing rolling time horizon experiments presented for IVC. In the FTSC strategy, we obtain a near-
optimum fixed-time cycle length for the whole horizon. The green splits of the signal setting is obtained 
with the same procedure described in the fixed-time horizon experiment. Note that CAVs are assumed 
to be smoothed in all three scenarios to ensure the fairness of the comparison. Therefore, CAVs in all 
three cases pass the intersection with maximum speed, which maximized the throughput and minimized 
the travel delay cost. This way, both RBC and FTSC scenarios are at their maximum performance level.  
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(a) An illustration to a two-approach conflict area 

 
(b) Step 1 in constructing 

rolling time horizon 
experiment 

 
(c) Step 2 in constructing 

rolling time horizon 
experiment 

 
(d) Step 3 in constructing 

rolling time horizon 
experiment 

Figure 8. Illustration of rolling time horizon experiment procedure. 
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To quantify the benefits, the results of all cases are compared on two measures: throughput at the 

conflict area and average travel time delay cost per CAV, denoted by 𝒬 and 𝐷̂, respectively. In all 

following experiments, 𝐷̂ is determined by dividing the total travel time delay cost to the total number 
of CAVs and 𝒬 is determined by dividing the total number of CAVs to the difference between the first 
and last CAVs’ scheduled departure times.  
 
Table 7 presents these measures for all cases. The results in Table 7 indicate that the proposed 
individual-vehicle-based control improves both measures compared to traditional reservation-based 
control (which can be used as a non-stop intersection instead of using stop signs) and fixed-time signal 
control (which can be found at many signalized intersections). These improvements are achieved by 
optimizing the departure sequence of CAVs at the intersection in real time. Optimizing the departure 
schedule aims to eliminate unnecessary delays by maximally using the shared space of the intersection 
box. Further, as shown in Table 7, the improvement in objective measures becomes more significant as 
the arrival travel demand increases. This shows that the proposed control strategy is more effective 
when the traffic is oversaturated. 
 

Table 7. Rolling Time Horizon Simulation Quantitative Results 

Demand Case Scenarios 𝑫̂( ) 𝓠(𝐯𝐩𝐡) 

Case I 

Individual-based control scenario (IVC) 1.6 (8.7) 2685.9 

Fixed time signal control scenario (FTSC) 4.0 (21.9) 2650.9 

Reservation-based control scenario (RBC) 256.8 (1399.8) 2342.0 

Case II 

Individual-based control scenario (IVC) 155.1 (845.2) 3832.5 

Fixed time signal control scenario (FTSC) 169.5 (923.7) 3306.4 

Reservation-based control scenario (RBC) 709.2 (3865.3) 2367.5 

 

Sensitivity Analysis 
 
A conflict area consisting of two approaches is considered for these sensitivity analyses. In all the 
experiments, we vary a specific input parameter while keeping the other parameters at their default 
values. To evaluate the system performance in these analyses, the same two measures used in the 
rolling time horizon experiments are considered: throughput at the conflict area (𝒬) and average travel 

time delay cost per CAV (𝐷̂). 
 
Figure 9 shows the results of the sensitivity analysis on clearance time duration 𝑐𝑙𝑖𝑗, 𝑖, 𝑗 ∈ ℐ, 𝑖 ≠ 𝑗. In this 

sensitivity analysis, we assume that the clearance time between two approaches is the same (i.e, 𝑐𝑙12 =
𝑐𝑙21) and for simplicity, we show this parameter value as 𝑐𝑙 in the figure. We let 𝑐𝑙 vary from 0 sec to 
1.5 sec with the interval of 0.05 sec. As shown in Figure 9, the travel time delay cost per CAV increases 
almost linearly as the clearance time duration increases. Basically, the travel time delay cost of a CAV is 
highly affected by the extra delay time caused due to the additional clearance time. Further, we can see 
that the throughput of the conflict area has an inverse relationship with the clearance time. This 
observation is expected since increasing the clearance time duration consumes more time during the 
control operation. 
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(a) 

 
(b) 

Figure 9. Sensitivity analysis results on 𝒄𝒍𝒊𝒋, 𝒊, 𝒋 ∈ 𝓘, 𝒊 ≠ 𝒋. 

 
Next, we conduct a sensitivity analysis on the length of the control area 𝑙𝑖

𝑐, 𝑖 ∈ ℐ for the rolling-time 
horizon problem. In this sensitivity analysis also, we assume that the control area’s length of both 
approaches are the same (i.e., 𝑙1

𝑐 = 𝑙2
𝑐) and for simplicity, we show this parameter value as 𝑙𝑐 in Figure 

10. We let 𝑙𝑐 vary from 200 m to 1600 m with an incremental interval of 100 m. It is noteworthy that in 
the rolling time horizon experiments, the whole arriving demand from an approach will be divided into 
different sets of CAVs. Then the VSO problem will be solved for each set of CAVs iteratively regardless of 
arriving demand at upstream. With this, it may not provide the true optimal solution of considering all 
CAVs at once. Hence, the operational measures in a rolling time horizon highly depend on the length of 
control area. As shown in Figure 10, increasing 𝑙𝑐 results in lower travel time delay cost per CAV and 
higher throughput of the conflict area. In other words, identifying more CAVs at each scheduling time 
point can benefit the traffic system measures. However, there is a trade-off between the length of the 
control area and the computational time of finding an optimal sequence of CAVs. Thus, there might be a 
limitation on 𝑙𝑐 due to high computational time required to solve a larger number of identified CAVs. 
 

 
(a) 

 
(b) 

Figure 10. Sensitivity analysis results on 𝒍𝒊
𝒄, 𝒊 ∈ 𝓘. 

 
Further, we perform a sensitivity analysis on the arrival traffic flow rate 𝜆𝑖, 𝑖 ∈ ℐ, and the results are 
shown in Figure 11. To simulate various arrival traffic flow rate 𝜆𝑖, 𝑖 ∈ ℐ, we first consider fully saturated 
scenario by setting the arrival headway of each two consecutive CAVs at each approach to the following 
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CAV’s minimum time headway. Then, we decrease the arrival traffic flow rate iteratively by adding a 
random error term following uniform distribution between 0 sec and 0.1 sec to the arrival headway 
between every two consecutive CAVs. Going through this procedure 25 times for each approach, we 
simulate various arrival traffic flow rates. The sensitivity analysis results shown in Figure 11 indicate that 
both measures in general increase with 𝜆𝑖, 𝑖 ∈ ℐ. It is also shown that the computational complexity of 
the algorithm decreases with 𝜆𝑖, 𝑖 ∈ ℐ, which implies that the B&B algorithm improves the traffic 
performance more efficiently when the traffic demand on all approaches is close to the capacity. 
 
 

 
(a) 

 
(b) 

 
(c) 

Figure 11. Sensitivity analysis results on 𝝀𝒊, 𝒊 ∈ 𝓘. 

 
Finally, to demonstrate how the heterogeneity assumption of the model affects the measures and 
complexity of the problem, a sensitivity analysis is performed on the heterogeneity of the minimum 
time headway and value of time. To simulate various scenarios of heterogeneous CAV priority, we let 
the maximum priority a CAV can have denoted by 𝑢𝑚𝑎𝑥  vary from 1 $/sec to 10 $/sec with the 
incremental interval of 1 $/sec. Note that each CAV must have a positive integer value as its priority. 
Thus, the minimum priority a CAV can have in all scenarios is 1 $/sec. In the same way, to simulate 
various scenarios of heterogeneous CAV minimum time headway, we first set the minimum time 
headway of all CAVs as 1.2 sec. Then, we let the range of the randomly generated minimum time 
headway denoted by 𝜎 vary from 0 sec to 0.5 sec with the incremental interval of 0.02 sec. With these, 
we generate all CAVs priority and minimum time headway randomly following a uniform distribution 
within the given range at each iteration. The results of this sensitivity analysis are shown in Figure 12. As 

shown in this figure, 𝐷̂ increases with 𝑢𝑚𝑎𝑥  since the average priority of all CAVs increases as 𝑢𝑚𝑎𝑥  
increases. To have a fair comparison for different cases with various 𝑢𝑚𝑎𝑥, we also plot out the results 
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for travel time delay cost per priority unit denoted by 𝐷𝑢. It is shown that 𝐷𝑢  only varies slightly across 
different 𝑢𝑚𝑎𝑥  and 𝜎. This indicates that the proposed IVC strategy can improve the total travel time 
delay cost even in a fully heterogeneous CAV environment. Next, we observe that considering 
heterogeneous CAV priority decreases the throughput of the conflict area while the heterogeneity in 
CAV minimum time headway has less impact on 𝒬. This happens since the passing sequence of CAVs 
changes as we increase the variation of CAV priorities. Further, it can be seen from Figure 12 that 
heterogeneity in CAV minimum time headway and value of time complicate the VSO problem in terms 
of computational performance. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 12. Sensitivity analysis results on 𝒖𝒎𝒂𝒙 and 𝝈. 

 
Overall, these numerical experiments provide insightful information about the impact of different traffic 
conditions and roadway geometries on the model outcomes. 
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Chapter 6. Conclusion 
 
This research proposed a practical TSP strategy at the single intersection level. A discrete modeling 
method is proposed to maximize intersection performance and give priority to transit. It gives out the 
exact optimal solution to the problem of vehicle scheduling at a general conflict area considering 
heterogeneous vehicle time headways and values of time in pure automated traffic.  
 
This problem is formulated as a mixed-integer linear programming model that can be solved by state-of-
the-art commercial solvers (e.g., Gurobi). The proposed problem is shown to be difficult to solve in an 
efficient manner since it is proven to be an NP-hard problem and its solution space increases 
exponentially as the problem instance size increases. To solve the problem in a more efficient manner, 
we propose a customized branch-and-bound algorithm to find the optimal sequence of CAVs passing the 
conflict area with the minimum total travel time delay cost. To increase the efficiency of the proposed 
algorithm, a set of valid cuts derived from the theoretical properties of the investigated problem is 
proposed and dramatically reduces the solution space of the investigated problem. Numerical 
experiments are performed to evaluate the proposed scheduling control strategy and the algorithm 
performance and to illustrate the application of this algorithm at a general conflict area. Further, the 
numerical analyses test the model on various traffic conditions and roadway geometries and investigate 
how the effectiveness of the proposed individual-vehicle-based control and branch-and-bound 
algorithm change with different input parameters. Overall, this study offers a methodological 
foundation to obtain the exact optimal solution to the real-world vehicle scheduling optimization 
problem at an isolated conflict area and provides meaningful insights into the various scheduling 
optimization problems accounting for different types of fleets, such as aircraft landing scheduling at a 
single runway, transit scheduling at the shared rail, and so on. 
 
This study can be extended in a number of directions. First, though numerical experiments show that 
our customized branch-and-bound algorithm can solve the problem more efficiently compared to state-
of-the-art commercial solvers, it would be interesting to investigate how parallel computing methods 
can enhance the solution efficiency. Further, while this study focuses on the scheduling problem in pure 
automated traffic environment, it will be worth investigating near-future scenarios with mixed traffic 
where only a portion of vehicles are CAV and the remaining vehicles are operated by human drivers. 
Also, while this study investigates the scheduling problem considering the fixed and equal arrival and 
departure speeds for all vehicles, it is interesting to investigate scenarios with heterogeneous arrival and 
departure speeds to account for more general traffic arrival patterns. For example, vehicles arriving to 
the conflict area from different approaches may need to satisfy different speed limits and they may 
head to different directions of the conflict area, which results in the different desired speed at the 
conflict area. The proposed model and algorithm can also be extended to account for conflict areas 
consisting of multi-lane approaches with more complex problem settings. It is also worth investigating 
how to scale up this concept to address scheduling problems of transits along a corridor or even across a 
network. Finally, investigating decentralized methods to schedule the transits and other vehicles at a 
general conflict area and comparing the results with the proposed centralized approach in this study is a 
potential future direction. Besides, deviations from the assumptions, such as significantly different 
vehicle speeds, complex maneuvering patterns, or control areas with varying lengths, may require 
further investigation and adaptations of the proposed method. Future research should focus on refining 
these assumptions and addressing their limitations to broaden the scope of our approach. 
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Several policy implications can be provided by this study. First, traveler delays can be a better 
optimization goal for signal control than vehicle delays, which further helps prioritize transits full of 
passengers. Potentially 12% extra people delay can be reduced with the traveler delay approach. This 
requires developing technologies to detect or track the number of travelers on each vehicle. Second, 
incorporating cutting-edge CAV technology into signal control is beneficial since it might lower energy 
consumption by 20% and increase capacity by 10%. Third, the collaboration between transit agencies 
and traffic management centers is needed to execute coordinated control. 
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